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Announcements

● Midterm exam on Nov. 16 (Monday, Week 7) on CCLE
○ Two time slots: 10AM-11:30AM and 6:00PM-7:30PM (PST)
○ Lockdown Browser and Respondus Required

● Homework 4 due Nov. 20 (Friday, Week 7) 11:59 PT
○ Submit through GradeScope of 1 PDF 
○ Assign pages to the questions on GradeScope



Gaussian Mixture Model

● Generative model vs Discriminative model 
● EM algorithm
● More details on GMM

https://medium.com/@mlengineer/generative-and-discriminative-models-af5637a66a3
https://brilliant.org/wiki/gaussian-mixture-model/#citation-2


Gaussian Mixture Model

Probabilistic interpretation of clustering?
We can impose a probabilistic interpretation of our intuition that points
stay close to their cluster centers
How can we model p(x) to reflect this?



Gaussian Mixture Model

Intuition
● We can model each region with

a distinct distribution
● Common to use Gaussians, i.e.,
● Gaussian mixture models

(GMMs) or mixture of
Gaussians (MoGs).

●  We don't know cluster
assignments (label) or
parameters of Gaussians or
mixture components



Gaussian Mixture Models: Formulation
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GMM: Examples

● Example 1: Manual calculation of the M step of GMM

Consider clustering ID data with a mixture of 2 gaussian. You’re given the 1-D data 

points x = [1 10 20]. Suppose the E step is the following matrix :

[  1  0

0.4   0.6

0     1  ]

a. What’s the mixing weights after M-step?

b. What’s the new values of means after M-step? 



GMM: Calculation Helper



Example: Clustering Evaluation

[HW4] Calculate: 

Purity, precision, recall, F-measure, 
and normalized mutual information



Midterm Topics

Task Vector data

Classification Logistic Regression; 
Decision Tree; 

KNN;
SVM; 

Neural Networks

Clustering K-means; 
Hierarchical clustering; 

DBSCAN; 
Mixture Models

Prediction Linear Regression



Midterm Topics: XOR Example

Task Vector data

Classification Logistic Regression; 
Decision Tree; 

KNN;
SVM; 

Neural Networks

Clustering K-means; 
Hierarchical clustering; 

DBSCAN; 
Mixture Models

Prediction Linear Regression



Homework 1

● Closed-form, batch gradient descent, stochastic gradient descent

● Regularization terms in linear regression and logistic regression



Homework 2: Decision Tree

● Calculate information gain and split info

400 M, 400F

300 M, 100 F 100 M, 300 F

400 M, 400F

400 M, 200 F 0 M, 200 F

Node 11 Node 12

Node 21 Node 22

Split 1

Split 2



Homework 2: SVM

● Calculate SVM decision boundary and predict on new data



Homework 3

● Forward pass and backward pass of a toy neural net



Homework 3: Back-prop Calculation

This slides is left blank intentionally for discussion demonstration.



Thank you!
Q & A


