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CS M146 Discussion: Week 3
Perceptron, Linear Models, Optimization 



Roadmap

● Announcement

● Perceptron & Linear Models

● Optimization, MLE



Announcements

● 5:00 pm PST, Jan. 22:  Weekly Quiz 3 released on Gradescope.
● 11:59 pm PST, Jan. 24 (Sunday): Weekly quiz 3 closed on Gradescope!

○ Start the quiz before 11:00 pm PST, Jan. 24 to have the full 60-minute time
● Problem set 1 released on campuswire/CCLE, submission on Gradescope.

○ Please assign pages of your submission with corresponding problem set outline 
items on GradeScope.

○ You do not need to submit code, only the results required by the problem set
○ Due on 11:59pm PST, Jan. 29 (Friday)



About Quiz 3

● Quiz release date and time: Jan 22, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Jan 24, 2021 (Sunday) 11:59 PM PST
● You will have up to 60 minutes to take this exam. → Start before 11:00 PM Sunday
● You can find the exam entry named "Week 3 Quiz" on GradeScope. 
● Topics: Perceptron, Linear Models
● Question Types

○ True/false, multiple choices, and auto-graded short answers (fill blanks)
○ Some questions may include several subquestions.

● Some light calculations are expected. Some scratch paper and one scientific calculator 
(physical or online) are recommended for preparation. 



*One more quiz of K-NN

● True/False: The training error of K-NN will be zero when K = 1, irrespective of the 

dataset.



Math Reminder: Normal vector and plane

● A normal vector is a vector perpendicular to another object, such as a surface or plane.

Credit: https://web.ma.utexas.edu/users/m408m/Display12-5-4.shtml 

https://web.ma.utexas.edu/users/m408m/Display12-5-4.shtml


Math Reminder: Normal vector and plane

● A normal vector is a vector perpendicular to another object, such as a surface or plane.



Math Reminder: Normal vector and plane

● Demo Calculation Example



Perceptron: Overview



Perceptron: Convergence

● If training data is not linearly separable, the algorithm does not converge. 

● If the training data is linearly separable, the algorithm stops in a finite number of steps 

(converges).



Perceptron: Update (Geometry)



Perceptron: Connect to Neural Network

A Single Perceptron Multi-layer Neural Network

Question: Can a single perceptron classify XOR data? How about 2-layer perceptrons?



Logistic Regression: Overview



Linear Models

● Compare: Decision Tree, Nearest Neighbors, Perceptron



Decision Boundary: Quiz



Decision Boundary: Quiz



Unconstrained Optimization

● Convex Function and Convexity

● Closed-form solution

● Gradient Descent

● Newton’s methods



Gradient Descent



Newton’s Method (Optional)

Definition:

Apply Newton’s methods on single variable to find minima: 

From single variable to Multivariate Newton-Raphson Method



Newton’s Method: Steps (Optional)

1. Initialize 
2. Calculate
3. Calculate
4. Initialize step            and start loops

a. Calculate 
b. Calculate
c. Calculate
d. Update:
e. Update:

5. Exit Loop



Newton’s Method: Example (Optional)

Newton’s Method
Example in one step:

➔ Calculate 
➔ Calculate
➔ Calculate
➔ Update:
➔ Update:



Maximum Likelihood Estimation



MLE: Logistic Regression

● Model

● Original Objective



MLE: Logistic Regression



MLE: Logistic Regression



Constrained Optimization

● Lagrange Multiplier 

● Considering multiple constraints



Constrained Optimization



Lagrange Multiplier

● Example:



Lagrange Multiplier: Connect to SVM *



What’s next?

● In next week’s discussion, we will discuss: 
○ Logistic Regression (Continued)
○ Naive Bayes, Linear Regression (Planned)



Thank you!
Q & A


