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Ensemble Method, Multi-Class 
Classification, ML Evaluation



Roadmap

● Announcement

● Ensemble Method

● Multi-Class Classification

● ML Evaluation



Announcements

● 5:00 pm PST, Feb 26 (Friday):  Weekly Quiz 8 released on Gradescope.

● 11:59 pm PST, Feb 28 (Sunday): Weekly Quiz 8 closed on Gradescope!
○ Start the quiz before 11:00 pm PST, Feb 28 to have the full 60-minute time

● Problem set 3 released on CCLE, submission on Gradescope.
○ Please assign pages of your submission with corresponding problem set outline 

items on GradeScope.
○ You need to submit code and the results required by the problem set
○ Due on Today 11:59pm PST, Feb 26 (Friday)!

Late Submission of PS will NOT be accepted!



About Quiz 8

● Quiz release date and time: Feb 26, 2021 (Friday) 05:00 PM PST
● Quiz due/close date and time: Feb 28, 2021 (Sunday) 11:59 PM PST
● You will have up to 60 minutes to take this exam. → Start before 11:00 PM Sunday
● You can find the exam entry named "Week 8 Quiz" on GradeScope. 
● Topics: Ensemble Method, Multi-Class Classification, ML Evaluations
● Question Types

○ True/false, multiple choices
○ Some questions may include several subquestions.

● Some light calculations are expected. Some scratch paper and one scientific calculator 
(physical or online) are recommended for preparation. 



Quiz 7 Review: Kernel SVM

Linear SVM Kernel SVM

Weight parameter

Predicting new data



Quiz 7 Review: Kernel SVM



Reference: https://stats.stackexchange.com/questions/31066/what-is-the-influence-of-c-in-svms-with-linear-kernel 

SVM: Understanding C

● The C parameter tells the SVM optimization 
how much you want to avoid misclassifying 
each training example. 

● For large values of C, the optimization will 
choose a smaller-margin hyperplane if that 
hyperplane does a better job of getting all the 
training points classified correctly. 

● Conversely, a very small value of C will cause 
the optimizer to look for a larger-margin 
separating hyperplane, even if that 
hyperplane misclassified more points. 

https://stats.stackexchange.com/questions/31066/what-is-the-influence-of-c-in-svms-with-linear-kernel


Additional: SVM on 1-dim data

● What if C is super large, i.e. C→ +inf?
● What is C is super small, i.e. C→ 0 (a very small positive number, such as 0.0001)?



Additional: SVM on 1-dim data (code)

Colab link:
https://colab.research.google.com/driv
e/1Ru_gN8UikD_fGY3DfarHTfXQQDg4
b-D4?usp=sharing 

https://colab.research.google.com/drive/1Ru_gN8UikD_fGY3DfarHTfXQQDg4b-D4?usp=sharing
https://colab.research.google.com/drive/1Ru_gN8UikD_fGY3DfarHTfXQQDg4b-D4?usp=sharing
https://colab.research.google.com/drive/1Ru_gN8UikD_fGY3DfarHTfXQQDg4b-D4?usp=sharing


Ensemble: Bagging and Boosting

Bagging
“Parallel Learner”

Boosting
“Sequential Learner”



Ensemble: Bagging (Bootstrap Aggregation)

● “Multiple” dataset and multiple classifier



Ensemble: Bagging (Random Forest)

● Single: Decision Tree → Bagging: Random Forest



Ensemble: Boosting (Adaboost)

1. Calculating error

2. Calculating 
classifier weights of t

3. Reweighting 
training points

Bagging Classifier



Ensemble: Adaboost Loss Function

● Exponential loss, instead of 0/1 loss



Multi-Class Classification: Two modes

Given C classes and N data points each class:

Comparison One-vs-one One-vs-rest (all)

# Binary Classifies

# Training Data

Pros

Cons



Logistic Regression: Multiclass Case

Logistic 
Regression

Model 1

Input Features

Logistic 
Regression

Model 2

Logistic 
Regression

Model 3

Logistic 
Regression

Model 4

Model 
Collection

Data

Predictions

Label 
(truth)

P1 P2 P3 P4

L1 L2 L3 L4

Cross-entropy Loss



Multinomial Logistic Regression

Model:

Likelihood



MLR: Cost Function and Optimization

Likelihood

Cost Function

Optimization Convex → SGD



Multiclass Classification in Neural Nets

https://developers.google.com/machine-learning/crash-course/multi-class-neural-networks/one-vs-all
http://www.briandolhansky.com/blog/2013/9/23/artificial-neural-nets-linear-multiclass-part-3

5 separate binary classifiers
Key: sharing the same hidden layers with different weights at the end

https://developers.google.com/machine-learning/crash-course/multi-class-neural-networks/one-vs-all
http://www.briandolhansky.com/blog/2013/9/23/artificial-neural-nets-linear-multiclass-part-3


Softmax Layer in Neural Nets

Credit: 
https://developers.google.com/machine-learning/crash-cour
se/multi-class-neural-networks/softmax 

→ Implementation in PyTorch?

https://developers.google.com/machine-learning/crash-course/multi-class-neural-networks/softmax
https://developers.google.com/machine-learning/crash-course/multi-class-neural-networks/softmax


Evaluation: Binary Classifier

● Diagnostic testing table

Credit: https://en.wikipedia.org/wiki/F-score 

https://en.wikipedia.org/wiki/F-score


Evaluation: TP, FP, FN, TN & Two Types of Errors

Credit: https://devopedia.org/confusion-matrix 

https://devopedia.org/confusion-matrix


Evaluation: Binary Classifier

● Precision and recall

Credit: https://en.wikipedia.org/wiki/F-score 

https://en.wikipedia.org/wiki/F-score


Evaluation: Example

Credit: https://towardsdatascience.com/confusion-matrix-and-class-statistics-68b79f4f510b 

● Calculation from confusion matrix

https://towardsdatascience.com/confusion-matrix-and-class-statistics-68b79f4f510b


Evaluation: Multi-class Confusion Matrix

Credit: https://devopedia.org/confusion-matrix 

https://devopedia.org/confusion-matrix


Evaluation: Other Metrics & Curves

● ROC [Wiki]
● Area under the ROC Curve: AUC/AUROC
● A random classifier has AUROC = ½.
● A perfect classifier has AUROC = 1.
● Others: Precision-Recall Curve and AUPR

In-class Exercise: Building ROC Curves

https://en.wikipedia.org/wiki/Receiver_operating_characteristic


Evaluation: Model Comparison



*Precision/Recall in Information Retrieval 



Evaluation: sklearn Implementation

● Official Doc (stable version): 
https://scikit-learn.org/stable/modules/model_evaluation.html 

● Some helpful demos:
○ Precision-Recall: 

https://scikit-learn.org/stable/auto_examples/model_selection/plot_precision_recall.html#sp
hx-glr-auto-examples-model-selection-plot-precision-recall-py 

○ Confusion matrix: 
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.confusion_matrix.html#skl
earn.metrics.confusion_matrix

○ Receiver Operating Characteristic (ROC): 
https://scikit-learn.org/stable/auto_examples/model_selection/plot_roc.html#sphx-glr-auto-
examples-model-selection-plot-roc-py

https://scikit-learn.org/stable/modules/model_evaluation.html
https://scikit-learn.org/stable/auto_examples/model_selection/plot_precision_recall.html#sphx-glr-auto-examples-model-selection-plot-precision-recall-py
https://scikit-learn.org/stable/auto_examples/model_selection/plot_precision_recall.html#sphx-glr-auto-examples-model-selection-plot-precision-recall-py
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.confusion_matrix.html#sklearn.metrics.confusion_matrix
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.confusion_matrix.html#sklearn.metrics.confusion_matrix
https://scikit-learn.org/stable/auto_examples/model_selection/plot_roc.html#sphx-glr-auto-examples-model-selection-plot-roc-py
https://scikit-learn.org/stable/auto_examples/model_selection/plot_roc.html#sphx-glr-auto-examples-model-selection-plot-roc-py


Whiteboard



Thank you!
Q & A


