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Today's Agenda

- Background: Knowledge graphs and

representation learning

- JOIE: Joint learning on instance and

ontology view on knowledge graphs

- Two JOIE-inspired applications:

Bioinformatics (Bio-JOIE) and
Recommender Systems (P-Companion)

- Summer intern project at MSAI:

DocGraph



 Universal representation learning of
knowledge bases by jointly embedding
Instances and ontological concepts
(KDD'19)

« Bio-JOIE: Joint representation learning
of biological knowledge bases (ACM
BCB'20, Best Student Paper)

« P-Companion: A principled framework
for diversified complementary product
recommendation (CIKM'20)
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Background: Knowledge Graphs and
Representation Learning on KG

What is a KG? What (s the structure of a KG?



KG: Whenever you google...

Google

mike bloomberg
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About 73,600,000 results (0.89 seconds)

Mike Bloomberg 2020 | Fighting for our future

(&) www.mikebloomberg.com/ v

You demand change, Mike will fight. Gun safety, education, healthcare, the environment. See how

¢ Q

i More Settings  Tools

Mike's been successful at fighting President Trump, and how he'll fight for you.
Paid for by MIKE BLOOMBERG 2020 INC

About Mike

From childhood to today

Mike's life story

Top stories

Trump Bars Bloomberg
News Journalists From
Campaign Events

The New York Times

6 hours ago

-> More for mike bloomberg

Get Involved
Let's fight together

Joinus

Trump attacks 'Mini
Mike Bloomberg' after
campaign bars news
outlet | TheHill

TheHill

1 hour ago

mike bloomberg on Twitter
https://twitter.com/search/mike+bloomberg w

Ronna McDaniel
(@GOPChairwoman)

Media outlets should be

Donald J. Trump
(@realDonaldTrump)

Mini Mike Bloomberg has
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Trump attacks
Bloomberg News after
his campaign says it
will deny press...

Washington Post

51 mins ago

Mike Bloomberg
(@MikeBloomberg)

The NRA's latest effort to
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Michael Bloomberg <

CEO of Bloomberg L.P.

Michael Rubens Bloomberg is an American politician, businessman,
and author. He is the co-founder, CEO, and majority owner of
Bloomberg L.P.. He was mayor of New York City from 2002 to 2013.
On November 24, 2019 he announced his candidacy for the 2020
United States presidential election. Wikipedia

Party: Democratic Party Trending

Born: February 14, 1942 (age 77 years), Brighton, MA

Height: 5’ 8"

Net worth: 54.6 billion USD (2019)

Partner: Diana Taylor (2000-)

Children: Georgina Bloomberg, Emma Bloomberg

Profiles FClCtS from
0 Kl ® 0O KG

Twitter Facebook  Instagram YouTube

View 15+ more

21

Diana Andrew Georgina Larry Larry Page
Taylor Cuomo Bloomberg  Ellison
Partner Trending Daughter

People also search for




Knowledge graphs (KGs) Are Everywhere

General-purpose KGs | Bio & Medical KGs N
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Common-sense KGs & NLP

Product Graphs & E-commerce
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Knowledge Graphs Are Important

Foundational to knowledge-driven Al systems
Enable many downstream applications (NLP tasks, QA systems, etc.)
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How are KGs structured or formatted?

Tr|ples (RDF)

Represented by: a node for the subject,
a node for the object, and an arc/node
for the predicate.

Example: Semantic Web, medical
ontologies, etc.

Leonardo Da Vinci

is interested in

o)
%

Person 14 July 1990

La Joconde a Washington

Label-property

Entity, labels, properties, qualifiers, etc.
Example: Wikidata

- Douglas Adams ) srtem

label
T English writer and humorist
description Douglas NoélAdams | Douglas NoelAdams aliases
» In more languages
Statements
property {educated at | s |St John's College |} value
end time 1974
b literz .
academic major English literature quahflers
academic degree Bachelor of Arts
start time 1971
v 2 references
stated in Encyclopaedia Britannica Online
" reference URL  htpsMwwnndb.com/people/73L/000023662/ opened
IR original language of work English references
statement retrieved 7 December 2013
group publisher NNDB
title Douglas Adams (English)

+ add reference

+ Brentwood School

end time 1970
start ime 1959

» 0 references | collapsed
- | reference

+ add (statement)




A KG Snapshot from YAGO, made with triples

Example UCLA LocatedIn M

,° Donald
, party Trump
L/ _ was_born_in
’ Republican
, /7 A
’ :
Michelle
* Obama
8 G D has_spouse was_born_in
y is_located_in™

elect knowledge ‘ @ giraCk C 1 b
4 ama — olumbia
\\ has_spouse Alboran graduatea’ _from @

. has_award
\ was_nominated graduated _from

N b 1
S Grammy @ Richard
N Awards Hofstadter

was_born_in

. has_award



KG Embeddings From Triples

Knowledge graph embeddings represent entities and relations as latent
vectors or matrices and support effective relation learning and inference.
Input: Relation facts (triples)

Output. Embedding representations of objects and relations

__________________________________

|
party \__Trump In put : UCLA

was_born_in

Republican

o P Los Angeles
Michelle .@ : -
Obama | | |
has_spouse o

was_born_in :
B ™ is_located_in |
i Mr. Obama
has_spouse @ Obama Columbia !
P graduated_from University

Mr. Obama

has_award | raduated :
- : Univ. Columbia
: University

Nobel .
Grammy Peace Prize Richard
Awards Hofstadter

was_born_in

Columbia Located @
CXX)

New York City



Learning KG Embeddings

 Key of existing KG embedding methods: Triple score function

Triple UCLA [Locatedin M

Score Function f(@ (X X)) @)
h r t

* Previous research employ various arithmetic methods to capture observed
relations of entities in a single KG (for example, translational distance or
similarity)

Model Score Function Embeddings

TransE (Bordes et al., 2013) —||h +r — t|] h,r,t € RF

TransX —||gr1(h) + 1 — gro(t)]] h,r,.t € RF

DistMult (Yang et al., 2014) (hot)-r h,r.t € R

HolE (Nickel et al., 2016) (hxt)-r h,r,t € R

ComplEx (Trouillon et al., 2016) Re(r, h, t) h,r,t € C*

ConvE (Dettmers et al., 2017) |{o(vec(o([r,h] x Q))W), t) h,r t € RF
RotatE (Sun et al., 2019) —|lhor —t||? h,r,t € C* |ry| =1




A different view: How can we learn “Obama“?

Ontology-view Knowledge Graph

k
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JOIE: Universal representation learning of
Kknowledge bases by jointly embedding
Instances and ontological concepts

How can we manage to jointly learn the instance
and ontology?



JOIE: Learning on Instance & Ontology View

Ontology-view Knowledge Graph

“Place” Hierarchy
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Instance-view Knowledge Graph



JOIE: Cross-view Association

Ontology-view Knowledge Graph

Place
Cross-view Association
Institution Modellng
_
4 N 4 | N\ [ N\ [ )
State City University Person
> 7 % 4 a5 -
New York State New York City Columbia Barack Obama ':Michelle Obama
L University :
@e® @e® e Donald Trump
Hawaii Honolulu ategory \ J
b < \ o “Person”
“State” Category “City” Category Category

Instance-view Knowledge Graph



JOIE: Cross-view Association Modeling

. . o, . Embedding Space
e Goal: capture associations between the entities e : ’ .
and corresponding concepts T , ;s
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71 1 i “ategory ¥ /  “Person”
e Cross-view Grouping (CG) /s %, i

—_— | Il' @/Vm Michelle Oba mﬁl
J B Z [| |C N e| ‘ N CG:| : ‘: |f?on ald Trump £ ,
Cross — ‘8’ 2 Y + \ @7 T ; L

\ /] oy Barack Obzufm
(6,6) ES ', Los Angeles ) /

X

\

\
1 I onolulu |

/
Beijing =
4

e Cross-view Transformation (CT) “eeee-

fcr(e) =0(Wet - €+ bey)

Q
\ J

1 l e @O e = O 00
IGha=m X bl fer@ll - ll€ — for@)l], | R [

Concept

(e,c)eS
N(e,c' )¢S

0 0 Z



JOIE: Intra-view

Ontology-view Knowledge Graph

Institution

\—\ I'work _for Seon
< Q0)= O < = O O)

T'location jﬁyj Tlocation University

I'spouse
@0 ®) -7 (00— @00)- (@00 +-(000

New York State New York City Columbia Barack Obama  Michelle Obama
University
@< Tcapital @ Donald Trump
Hawaii Honolulu

Instance-view Knowledge Graph



JOIE: Intra-view Model

e Goal: To embed the relational structures in the instance view
Of the KB h

e Apply any KG embedding techniques on instance view

o Three representatives: Transk, DistMult, and HolE
fTransE<h7 r, t) — _Hh +r— tH2
fMult(ha r, t) — (h O t) I
fHolE(h7r7t) — (h*t) "I

e Training on contrastive margin loss

TransE

fr(h: t)

h . t
DistMult

1
Jg. = 7 > [+ e t) — f(h, r,t)],
(h,r,t)eg
AR rt")¢G




JOIE: Joint Training & Model Summarization

Two model components: Cross-view model and intra-view model

Cross-view association model = J(poss
o Categorical grouping (CG)
o Categorical transformation (CT)

e Intra-view model = Jiuira

o Can apply any KG embedding on each view

o Optional: Hierarchical-aware modeling on ontological view specifically for taxonomy
meta relations

e Joint training on cross-view loss and intra-view loss

J = JIntra +w: JCross



JOIE: Experiment Setup

Datasets: YAGO26K-906 (from YAGO) and DB111K-184 (from DBpedia),
ontology-view leveraged from ConceptNet
Tasks: Triple completion and entity typing

Evaluation metrics B i R
Triple completion: MRR, Hit@K score (K=1,3,10)
Entity typing: Accuracy (Hit@1), Hit@3 Score 0%&9

. | . | 7 ]
Baselines: TransE, DistMult, HolE, TransC, MTransE DB[EdIa YSGWD

fo\ / ConceptNet

Inst Graph Ontology Graph
Dataset |, oranee Lrap G , froogy Lrap , Go , Type Links S
#Entities  #Relations  #Triples | #Concepts #Meta-relations #Triples
YAGO26K-906 26,078 34 390,738 906 30 8,962 9,962
DB111K-174 111,762 305 863,643 174 20 763 99,748




JOIE: Results

Triple Completion Entity Typing

UCLA Located In @ UCLA 1ype o

@e® 77 (ee® @e® v - e

Triple completion on the instance view Triple completion on the ontology view 90
0.32 0.24 ~ 80
0.30 §
' 0.22 270
0.28 g
o204 ... N y 3 «
0.26 <
g £ 2 50
= 024 =018 .8
[_‘&40
0.22 0.16
230
0.20 ’E
0.14 = 20
0.18
TransE DistMult HolE TransC JOIE-CG JOIE-CT  JOIE-HACT 0.12 TransE DistMult HolE JOIE-CG JOIE-CT JOIE-HACT 10 TransE DistMult HolE MTransE JOIE-CG JO[E-CTJOIE-HACT
Models Models Models



Case Study: Long-tail Entity Typing

related_to
¥

A
£ |
|

&~ )
|

1 _ related_to Example of long-tail entity typin
/é‘in—g@___* P g y typing

i > Entity Model Top 3 Concept Prediction
P % DistMult football team, club, team
,,,,, I T M O N, S W U A S WI® D WIS ®) W e - ... - PO ® P WD W Laurence ] )
! % ) MTransE writer, person, artist
Fishburne

Pablo created JOIE person, artist, philosopher
Alboran & Prometo Waraneal DistMult country, village,city
& MTransE

administrative region, city, settlement

City .
JOIE city, town, country
. DistMult person, writer, administrative region
Royal Victor .
] MTransE election, award, order
-ian Order

JOIE award, order, election

PABLO ALBOREN

routne




Case Study: Ontology Population

P Examples of ontology population
’ Tecglon ET; \ Query Top 3 Populated Triples with distances
/ .- " . . .
" UCLA ‘ (et scientist, graduated from, university (0.499)
e S e - TUM universi:c )’ scientist, isLeaderOf, university (1.082)
7 J“de“é"‘_‘“_«-"”"' \\,\-~ oy WIS y scientist, isKnownFor, university (1.098)
[ Wei vy Yichou Suin ‘ 2. U uwm / (boxer, 7r boxer, playsFor, club (1.467)
'\ Mjé‘lil‘lzy Gl W "’ -"(2/ clul;). ’ boxer, isAffiliatedTo, club (1.474)
\ @ J CS(::linpu.ter \\ A e o = boxer, worksAt, club (1.479)
P et - s s (scietitist, scientist, doctoral Advisor, scientist (0.204)
\\\ O = OH i scientis:ti " | scientist, doctoralStudent, scientist (0.221)
g PR gt scientist, relative, scientist (0.228)

T ——



Extension: JOIE + Ontological Box Embedding

Ontology-view Knowledge Graph

“Place” Hierarchy
“Person” Hierarchy
) r Institution
Use box embedding to State S v Person
niversi Polititi

better capture the e ..:fY olititian
hierarchy in ConceptNet ~ | - h P ; ;

< A Tocation ‘, J ;

(common sense) ontology.

........................................................................................................................

born_in spouse
" aso- b ao’ @@

New York State '. New York City Columbia Barack Obama Mlchelle Obama
‘ University
(. @0)- = — (‘ @ .) fiyersitrs Donald Trump
Hawaii captiat Honolulu Category
“Person”
“State” Category “City” Category Category

Instance-view Knowledge Graph



Application 1: KG in Bioinformatics
Bio-JOIE: Joint representation learning of
biological knowledge bases

A story of protein interaction networks and gene ontology.
Multiple species, more views, more informational



Application 1: Bio-JOIE

Computational Biology &

Knowledge Graphs Bioinformatics



KG Embedding for Medical Knowledge
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Similar Ontology-Instance Views in Bioinformatics (12

SARS-CoV-2 Human host interactions (Left) and SARS-
CoV-2 Gene Ontology (GO) annotations (Right)

075439
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Bio-JOIE: Extension from JOIE

Gene Ontology Domain

——————————————— —— — — -~
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New in Bio-JOIE: Weighted Alignment

Intuition: Assign higher weights to association of protein and a specific GO term
compared to a general GO term, in terms of known GO annotations

biological h

process 0
T w(ho)

symbolic h 1

process A N w(hy)

viral
process ha 2 w(hz)
host immune PODTC5
response mitigation h3 .( SARS-CoV-2 M

. Known GO Annotation
evasion of host natural w(hs) =0

killer cell activity 14



Bio-JOIE: PPI Prediction

Task: Interaction type prediction given pairs of proteins

Evaluation metric: Prediction accuracy

Baselines: Onto2Vec (variants: Parent, Ancestor, Sum, Mean) , OPA2Vec, Bio-JOIE
(NonGO)

Ne)
6]}

El Onto2Vec
OPA2Vec

EEN Bio-JOIE (NonGO)

BN Bio-JOIE

EEl Bio-JOIE (Weighted)

Aul

Yeast Fly Human
Species

N o) s} \O
631 (e} 6] (e

Type Prediction Accuracy (%)

N
o




Biological Process Cellular Component Molecular Function )
S Table: Comparison of Bio-JOIE performance on
combinations of three different aspects in GO.
rces. | [ s | |
- ‘ = | » # | Aspects | Yeast Fly | Human
BP 0.8794 | 0.8402 | 0.8153
- - — 1 CC 0.8499 | 0.8272 | 0.8054

MF | 0.8539 | 0.8386 | 0.8165

Inhibje ' acuvate BP+CC | 0.8717 | 0.8473 0.8271
%.\“ 2 | BP+MF | 0.8673 | 0.8471 0.8163
CC+MF | 0.8569 | 0.8466 0.8170

6
3 AllGO | 0.9012 | 0.8555 | 0.8389




Experiment: SARS-CoV-2 PPI Classification

Task: Virus-human PPI classification by embeddings learned from multiple gene

ontology aspects and similar viruses

Gene Ontology 0.8

'/D\ ;D\ ().7
HEE BN

0.61

7 0.5

Human PPIs A
0.41
SARS-CoV PPIs
0.31
0.21

SARS-CoV2
Virus-Human PPls

MERS PPIs

_»
e
¢ e _ a- _ e
b P ® -
/‘ s /0/ /.’ o
- o F o
s A &
o /‘/
o o . o~
oz >
o w_-°
/ —
o gi
: —&@— w/o GO, SARS-CoV2
b
m —- w/ GO, SARS-CoV?2
4 @/ GO, SARS-CoV2/SARS+MERS
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

SARS-CoV-2 PPI train set ratio




Experiment: SARS-CoV-2 Target Prediction

SARS-CoV-2 Top Predicted Human Target Proteins

Protein

NSP7 P62834 0685, P51148(0.879), P62070(0.418), P67870, O14578,
Q8WTVO0(0.854), P53618(0.350, Q9BS26, O94973, Q7Z7A1

Diving deep into the top-1 prediction:

G0:0016020 G0:0000166
Gene Ontology membrane nucleotide binding
Level
V\ t 4
7 T,
/ e \
o SN
e L S
® .
o o
Protein b B
Level SARS-CoV-7 P62820 P62834

NSP7 RABIA_HUMAN RABIA_HUMAN



Application 2: KG in Recommendation
P-Companion: A principled framework for
diversified complementary product
recommendation

How can we manage to jointly learn the instance
and ontology?



Application 2: Recommender System

i amagor

Knowledge Graphs Recommender Systems




Task: Complementary Recommendation

o=

Added to Cart

Cart Subtotal (1 item): $99.70

Proceed to checkout

Customers who bought this item also bought

Quility Premium Adult Removable Duvet Cover for Weighted Blanket |
60"x80" | Full Size Bed | 100% Cotton Cover Fabric | Blue
WR R Ry 218

$31.92 vprime

Add to Cart

Quility Premium Adult Removable Duvet Cover for Weighted Blanket |
60"x80" | Full Size Bed | 100% Cotton Cover Fabric | Grey
AR AWy 218

$31.92 vprime
| Add to Cart

Amazon.com Gift Card in a Greeting Card (Various Designs)
W % W W ¥y 13,406
$10.00 - $2,000.00

Choose options

Vv See More

"How about just buying
more? I want to go to
the space.” said J.
Bezos

L



Task: Complementary Recommendation

Think about one customer who plans to buy a tennis
racket (e.g., Head SpeedX Djokovic racket).

What would you recommend for him to purchase
together?

* List 1: three more tennis rackets? - Sorry, we are
not looking for substitutes!

* List 2: three sets of tennis balls? - Hmm, not bad,
but only need one is good enough. Can we do
better?

* List 3: one tennis ball pack, one bag and one

“Frequently bought together”
Recommendation Lists

List 1
Query Produc
@ List 2
\/
BE i
Head SpeedX
(Djokovic Racket)
N List 3
T~

headband? — Sound good this time!

Frequently bought together

Total price: $92.97

Add all three to Cart

vl Add all three to List

COOLN A
G e o

4 N
i e

Rk 24
This item: Cooling Shredded Memory Foam Bed Pillow for Sleeping- Adjustable to Thick Thin - Pillow for Side... $34.99
Beckham Hotel Collection Gel Pillow (2-Pack) - Luxury Plush Gel Pillow - Dust Mite Resistant... $34.99
@ Elegear Cooling Pillowcases for Night Sweats and Hot Flashes, Japanese Q-Max 0.4 Cooling Fiber... $22.99




Problem Definition

Given the input as catalog features (including item type) and customers
behavior data, for a query item i, we recommend a set of items 5(i), aiming at
optimizing their co-purchase probability and recommendation diversity.

query item Recommendation set S(i)



"Behavior-based” Product Graphs (PG)

e Behavior based product graph — Attributed
heterogeneous information networks (KG)

e Node: Product items with attributes (title, description,
category, keywords)

e Edges: Customer browsing/purchase behaviors (such as
also-bought, also-view, bought-after-view, as important
indicators of substitutes or complements)

e Note that there are many alternative ways to construct
product graphs, with different modeling goals.
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Sports
Tennis-bag-multi-racket

Title: Wilson® Super Tour Tennis Bag
Description: Two-toned canvas
polyester, removable interior divider ...

Product Node: POO1



*Quick Comparison of KG and PG

Knowledge Graphs Product Graphs

Source Established facts Product catalog, use-product interaction

Observed facts are well-established and plausible. Much noisier

Quantity of Typically, thousands of possible relations in real A few relations defined from specified user
relations world, such as born_in, director of, etc behavior, such as and

Attributes Entity types, numerical features, descriptions, and many other additional features

Logic rules Available for logical inference and refinement. Possibly a few rules. Similar products may have
similar complements.

Downstream Knowledge completion, relation extraction, Recommendation, searching, personalization, etc.
tasks question answering, etc.




Connecting KG to PG

Product item to product type relation in PG is like entity-concept association in KG.

Ontology-view Knowledge Graph
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Product Companion: Workflow

Type Transition Modeling

Behavior Based Query Product
Product Graph Embedding
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Base Module:; Product2vec

e GNN-based product representation learning framework
e FNN transforms the original textual features to latent embeddings and later aggregate the
information from similar products selectively by the attention layer.
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Module 2: Complementary Type Transition

Type Transition Modeling
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Module 3: Complementary Item Prediction

Type Transition Modeling
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Joint Training and Inference

Joint training on type transition and item prediction:

Inference stage:
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Evaluation: From history purchase data

« Given a pair (i, j), associated with type wi and wj, from co-purchase record as ground truth, we ask our
model as well as all baselines to output recommendation list (with predicted complementary types), and
consider the following:

- whether item j is in the list. - Item level

« Whether type wj is in the predicted types — Type level

« Metric: Hit@K score
- Baselines: Sceptre, PMSC, JOIE

S Soptre Dataset Electronics | Grocery
PMSC . . .
0.15 . Model & Setting Hit@60 | Hit@60
o B P-Companion SCCptre 0.124 0.085
3 PMSC 0.179 0.139
“2(.10
o JOIE 0.200 0.155
E 1 type X 60 items 0.138 0.088
e ] . X 201 . 0.153
0.05 P-Companion 3 types X 20 %tems 0.198 5
5 types X 12 items 0.222 0.189
. 6 types X 10 items 0.227 0.187

0.00 g
Electronics Grocery

Category



Case Study: Type Transition Prediction

Examples of Predicted Top-3 Complementary Type Predictions

Query Type Predicted Complementary Types
camera-power-adapter (1) sec-digit-card (2) micro-sd-card (3) hdmi-cable
cell-phone-battery (1) cell-phone-screen-protect (2) battery-charge-case (3) flip-cell-phone-carry-
case
roast-coffee-bean (1) fridge-coffee-cream (2) whole-bean (3) white-tea

fly-fish-line (1) fluorocarbon-fish-line (2) surf-fish-rod (3) fly-fish-reel




Case Study: Product Recommendation

Category

Query Item

Co-Purchase

Top-5 Recommendations from P-Companion

Electronics

Grocery

All-Group
(Pet home)

All-Group
(Fishing tools)




Research Development Map (Ongoing)

Application Development Track

[
Application 1 Application 2 Application 3
Completion and Entity Diversified Recommendation Knowledge Discovery
Typing on General KGs on Product Graphs on Integrated BioMed Domain
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KG Representation with Graph Attributes

Example 1: Reaction Graph in Bio-KG Example 2: Document Structured Knowledge

Pathway Ontology  Title: Stroke Risk Factors, Genetics,
and Prevention
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Medical Database

-
( Table: “Diagns”

( Severe )( Calyceal fistula )

(( Table: “Procdr” )\

(#101)( Embolization surgery )

( Critical )( Renal Disfunction ) y
( Severe ) ( Pyelitis )) :

£#102)( HD - Haemodialysisj)
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Summary

* Knowledge graphs often have ontological information,

which is important for learning and inference but
sparsely investigated.

* Joint learning on the instance and ontology views

improves the KG embeddings. That is, incorporating
ontologies in KGs is beneficial.

* Ontology-enhanced KG modeling can be applied in a

wide selection of interdisciplinary applications, such as
protein-protein interaction prediction in bioinformatics
and diversified product recommendation in
recommender systems.

* Graph neural networks have shown as a power tool on

KG as relational data and graph-related downstream
tasks, such as node classification, link prediction.
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